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课程安排
• 生物背景和课程简介

• 传统生物统计学及其应用

• 生物统计学和生物大数据挖掘

– Hidden Markov Model (HMM)及其应用
• Markov Chain

• HMM理论

• HMM和基因识别 (Topic I)

• HMM和序列比对 (Topic II)

– 进化树的概率模型 (Topic III )

– Motif finding中的概率模型 (Topic IV)
• EM algorithm

• Markov Chain Monte Carlo (MCMC)

– 基因表达数据分析 (Topic V)
• 聚类分析-Mixture model

• Classification-Lasso Based variable selection

– 基因网络推断 (Topic VI)
• Bayesian网络

• Gaussian Graphical Model

– 基因网络分析 (Topic VII)
• Network clustering

• Network Motif

• Markov random field (MRF)

– Dimension reduction及其应用 (Topic VIII)

• 面向生物大数据挖掘的深度学习

研究对象: 
生物序列, 
进化树, 
生物网络, 
基因表达
…

方法：
生物计算与生物统计



第8-1章:蛋白质相互作用
的实验方法和预测

• Experimental methods

• Prediction of protein-protein interactions



Part I: Experimental Methods

• Physical interaction

– Yeast two hybrid system

– TAP-mass spectrometry

• Genetic interaction

– SGA

– EMAP



Protein-protein interactions 
(Experimental methods)

• Co-immunoprecipitation.

• Two-hybrid system (Uetz et al. 2000, Ito et al. 
2000, 2001).

• Purified Complex by mass spectrometry 

– TAP: Tandem affinity purification (Gavin et al. 
2002).

– HMS-PCI: high-throughput mass spectrometric 
protein complex identification (Ho et al. 2002).



Mechanism of two-hybrid system

From: Nature 405, June 15, 2000, 837-846.



Gavin et al. (2002) Nature 415:141



Mass spectrometry



Matrix method (two hybrid)

From: TRENDS in Genetics Vol.17, No.6, June 2001. 



Interaction Sequence Tags (ISTs)

From: Nature 405, June 15, 2000, 837-846.



Two data sets from yeast two 
hybrid system

• Uetz’s data (Uetz et al. 
2000).

• Ito’s data (Ito et al. 
2000, 2001).



Possible Errors in 2-hybrid system

• False positive.
– Possible mutation during PCR-amplifying.

– Stochastic activation of reporter gene.

• False negative.
– Membrane protein, post-translational modification protein, 

those self-activating reporter genes  (Removed in 
experiment).

– Weak interactions.

The size of interactome for yeast (5-50/protein)





Non-interaction Real interaction

Observed interaction data



MLE of the reliability 

• Likelihood function

• Precision of the estimation



Budding Yeast 
Saccharomyces Cerevisiae

• a and α mating type,  cell cycle

• 6300 genes  (1997)

• Genome-wide single mutants analysis (2000~)
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Fission yeast 

Schizosaccharomyces Pombe

• 1000 million years separation from budding yeast;
• 13.8 Mb genome size, 4824 genes (open reading frames, OPF);
• 3 chromosomes, no genome-wide duplications; h+ and h- mating types;
• Cell cycle: 10% G1, 10% S, 70% G2 and 10% M phases.
•Genome-wide single mutants analysis (2010~)

more similar to metazoans than S. cerevisiae
 cell cycle regulation in G2/ M phase, 
 gene regulation by the RNAi pathway
 the widespread presence of introns in genes
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What’s  Genetic Interaction

• Genetic interactions between two loci can be mapped by
measuring how the phenotype of an organism lacking both
genes (double mutant) differs from that expected when the
phenotypes of the single mutations are combined

• Null model: F(ΔAB)= F(ΔA)* F(ΔB)

• Null model: F(ΔAB)= F(ΔA)* F(ΔB)

Beltrao et al. Cell 141: 739-745, 2010.



Identification of Genetic Interactions

• Synthetic Gene Array (SGA) (Tong, et al. 

2001)

• Diploid based Synthetic Lethality Analysis on 

Microarrays (dSLAM) (Pan, X., et al. 2004)



Synthetic Gene Array (SGA)

Synthetic genetic array methodology

Final Screen

Genetic Interaction Network

Amy Hin Yan Tong, et al. Science, 2001.



EMAP is the Extension of SGA

• EMAP: Epistatic Miniarray Profiles (Maya Schuldiner, 
et al. 2005. Cell)

• Quantitative  measurement of phenotype (colony 
size)

– Measure  both positive and negative interactions.

– Genome-wide (DAMP for lethal genes ).

Dorothea Fiedler, et al. Cell, 2009



• Quantitative measure: 

– T-Test with null hypothesis

EMAP S-score

Sean R Collins, et al. Genome Biology 7: R63, 2006.

No interaction Synthetic sick/Lethality Synthetic alleviating



PPI databases

• MIPS: Munich Information center for Protein 
Sequences (http://mips.gsf.de)

• DIP: Database of Interacting Proteins (http://dip.doe-
mbi.ucla.edu)

• BIND: Biomolecular Interaction Network Database 
(http://www.bind.ca)

• GRID: General Repository for Interaction Datasets 
(http://biodata.mshri.on.ca/grid)

• MINT: Molecular Interaction Database  
(http://cbm.bio.uniroma2.it/mint/)



Further Reading

• For more experimental methods and 
databases, please read the following review 
paper

– Shoemaker BA, Panchenko AR (2007) Deciphering 
Protein–Protein Interactions. Part I. Experimental 
Techniques and Databases. PLoS Comput Biol 3(3): 
e42. doi:10.1371/journal.pcbi.0030042. 



Protein-protein interactions 
(Computational Methods)

• Gene fusion method (A.Enright 1999. 
E.Maccote 1999) 

• Phylogenetic profile method (M.Pellegrini 
1999, D.Eisenberg, 1999).

• Gene cluster method (R.Overbeek, 1999).

• Highly co-expressed gene pairs.



Part II: Predicting Protein-protein 
Interactions

• Some computational methods

• Predicting protein-protein interaction from 
domains

– Association method

– MLE method



From: Nature Vol. 405, June.15, 2000, 823-826

Rosetta Stone Method



From: Nature Vol. 405, June, 15, 2000, 823-826

Phylogenetic Profiles Method



From: R.Overbeek, PNAS 96, 2896-2901, 1999.

Using Gene Clusters 
to Infer Functional Coupling



Structure of Proteins



Predicting PPIs from Domains

• Domains are treated as elementary unit of 
function.

• Domains are responsible for the generation of 
interactions.

• Understanding protein-protein interaction at the  
domain level.



Domain Databases

• Pfam, domain classification by HMM.

• Prodom.

• PRINTS, fingerprint information of protein 
sequences.

• SMART, mobile domain.

• BLOCKs, multiple alignment blocks.

• Interpro.







Association-A simple method

More observed PPIs for one domain pair will give higher 
probability of interaction for that domain pair.



Simple Example

By assoiation method:

Others are 0.0.

D15:    {P34, P35, P15}/{P34, P35, P15, P14}=0.75



More complicated example

Huttenhower, et al., PLoS Computational Biology, 2013

Generalized Boosted Linear Models (GBLM)：广义线性模型



More complicated example

Huttenhower, et al., PLoS Computational Biology, 2013

Generalized Boosted Linear Models (GBLM)：广义线性模型

Ensemble scoring



More complicated example

Huttenhower, et al., PLoS Computational Biology, 2013

Generalized Boosted Linear Models (GBLM)：广义线性模型



More complicated example
Generalized Linear Models (GLM)：广义线性模型

广义线性模型的核心体现在：

• y服从指数族分布(包括高斯分布，伯努利分布，多项式分布，泊松分布，

beta分布……)，且同个样本的y必须服从同个分布

• 接着在具体分布中比较与指数分布族之间的参数关系，最重要的就是具

体分布的参数(Φ)和指数分布参数(η)之间的关系



More complicated example
Generalized Linear Models (GLM)：广义线性模型



Limitation of Association Method

• For multiple-domain proteins, this method  
computes the value for a certain domain pair 
ignoring the value of other domain-domain 
pairs. So it’s a local one.

• This method cannot deal with  possible error 
of the data.



Probabilistic Model

• Domain-domain interactions are independent, 
which means that the event that two domains 
interact or not does not depend on other 
domains.

• Two proteins interact if and only if at least one 
pair of domains from the two proteins interact.



Yeast Data

• Interactions (Uetz’s and Ito’s interaction 
data).

• Domain: Pfam (Pfam-A, Pfam-B).

• Proteins: SGD, N=6359.



Protein Interaction Data Sources

Proteins Pfam 
domains

Super -
domains

PPI

Uetz 1337 1330 313 1445

Ito 3277 2776 909 4475

Uetz+Ito 3729 3124 1007 5719

Overlap 855 964 215 201



Measure the Accuracy

• Specificity and sensitivity.

• Verification by MIPS physical interactions (as TRUE 
interactions).

• Relationship between protein-protein interactions 
and expression data.







Verification by Known PPIs

• MIPS physical interaction. (Totally 2570 PPIs, 
1414 PPIs not overlapping with our training set).

• Compare with random matching. 
– Fold number
– Larger fold number imply more reliable 

prediction

Think about FDR again... 



Matching with MIPS PPIs

Prob #Predict #Train #MIPS #Fold

All 20221620 5719 2570 1414 1.00

>0.00 136463 5719 1265 109 11.92

>=0.20 26908 5238 1093 53 34.97

>=0.40 19360 5018 1035 48 47.85

>=0.60 14725 4775 971 47 67.53

>=0.80 12734 4647 932 43 76.02

>=0.975 10824 4461 886 40 89.88



Interaction Data Correlated With Gene 
Expression Data

• Interacted proteins seems to have high expression 
correlation 
– A.Grigorieve Nucleic Acid Res. 29, 2001;

– H. Ge et al. Nature Genetics 29, 2001;

– R. Jansen et al. Genome Res.12, 2002.

• Expression data (M.Eisen, 1998); 2465 Yeast ORFs 
with 79 data points/ORF.

• Pearson correlation coefficient.





Statistics of  Pairwise

Correlation of Gene Expression 



第8-3章：Network Module

• Definition

• Module detection

• Bayesian approach

• Markov clustering algorithm



Network Modular



Modularity

• Suppose we are given a candidate division of 
the vertices into some number of groups. The 
modularity of this division is defined to be the 
fraction of the edges that fall within the given 
groups minus the expected such fraction if 
edges were distributed at random.

http://en.wikipedia.org/wiki/Modularity_(networks)



Modularity

• Aij: adjacency matrix

• ki: degree

• m: total number of edges



Modularity

• For two class problem, let si=1 of node I 
belongs to group1 and si=-1 if it belongs to 
group 2,  



Example

1 2

4

3

5

2



Spectrum Method

• The largest eigenvectors will gives the best 
grouping, positive entries corresponding to one 
class, and negative ones corresponding to 
another class.

• This can be achieved by power method

where e=(1,1,…,1)T



Example

• 对于上述矩阵B, 可以计算出最大特征值为
10, 对应的特征向量

• 于是我们对节点的划分为{1,2}; {3,4,5}

1 2

4

3

5



优化方法

• 既然现在有一个衡量划分“好坏”的量Q, 
那么一般的优化方法都可以使用;

– 1. 给定初始划分

– 2. 对于划分的某种修正, 计算Q的改变量

– 3. 依据一定的原则考虑是否接受这种修正，重
复步骤2, 直到某种收敛条件满足。

• Greedy方法

• 模拟退火方法



A Bayesian Approach to Network 
Modularity

Slides for this part are mainly from 
Hofman’s talk

www.jakehofman.com/talks/apam_20071019.pdf



Overview: Modular Networks

• Given a network

– Assign nodes to modules?

– Determine number of 
modules(scale/complexity)?



Overview: Modular Networks

• With a generative model of modular networks, rules 
of probability tell us how to calculate model 
parameters (e.g. number of modules & assignments)



Generative Models



Markov Clustering Algorithm

van Dongen. A cluster algorithm for 
graphs. Information Systems, 2000



K-length Path

• Basic idea: dense regions in sparse graphs 
corresponding with regions in which the 
number of k-length path is relatively large.

• Random walks can also be used to detect 
clusters in graphs, the idea is that the more 
closed is a subgraph, the largest the time a 
random walker need to escape from it. 



K-path Clustering

Matrix manipulation: (N+I)2



Markov Clustering

• Expansion: Through matrix manipulation
(power), one obtains a matrix for a n-steps
connection.

• Inflation: Enhance intercluster passages by
raising the elements to a certain power and
then normalize



Markov Clustering Algorithm

• Iteratively running two operators

– Inflation:

– Expansion:

Column normalization



MCL Running



MCL Running



MCL Running



MCL Running



A Heuristic for MCL

We take a random walk on 
the graph described by the 
similarity matrix

After each step we weaken 
the links between distant 
nodes and strengthen the 
links between nearby 
nodes

Graphic from van Dongen, 2000



Clustering examples



STRING



STITCH



补充知识



Rosetta stone



Rosetta stone



Rosetta stone



CASP
(Critical Assessment of Techniques for Protein 

Structure Prediction)



CASP
(Critical Assessment of Techniques for Protein 

Structure Prediction)



CASP
(Critical Assessment of Techniques for Protein 

Structure Prediction)

DeepFold



CASP
(Critical Assessment of Techniques for Protein 

Structure Prediction)



CAPRI
(Critical Assessment of PRediction of 

Interactions)



CAPRI



Top: Researchers gathering samples from Great Boiling Spring in Nevada. Left: a snapshot of aligned metagenomic
sequences. Each row is a different sequence (the different colors are the different amino acid groups). Each position (or
column) is compared to all other positions to detect patterns of co-evolution. Bottom: the strength of the top co-evolving
residues is shown as blue dots, these are also shown as colored lines on the structure above. The goal is to make a structure
that makes as many of these contacts as possible. Right: a cartoon of the protein structure predicted. The protein domain
shown is from Pfam DUF3794, this domain is part of a Spore coat assembly protein SafA. (Image of Great Boiling Spring by
Brian Hedlund, UNLV. Protein structure and composite image by Sergey Ovchinnikov, UW)





Genome Biology, 2019



Genome Biology, 2019








